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This paper proposes an evaluation framework for assessing students’ comprehension of concurrent programs. The need for such a framework is illustrated by a review of various Computer Science Education forums. This review suggests that there is little pedagogical research in the area of concurrent software, particularly with respect to assessing students’ knowledge. In particular, the proposed framework attempts to categorize the types of information students seek and the types of information they obtain, as they learn about concurrent software. Thus the framework could be used to guide teaching methods in this area, to hone the representations used to portray concurrent software to students and subsequently, to assess students’ performance.

1. INTRODUCTION

The term concurrent system can be used to refer to “any type of environment allowing the execution of application code on multiple processors simultaneously” (Erbacher & Grinstien, 1996). These systems can no longer be viewed as the domain of operating systems developers or real-time programmers exclusively, as the inclusion of threads as a first class entity in Java and C# has resulted in wide adoption of concurrent programming practices.

This has been acknowledged by the ‘Association for Computing Machinery’ (ACM) who initiated the drive towards concurrency-literate graduates as part of its Curriculum 91 recommendations. In this, the association advocated introducing distributed and parallel programming into the undergraduate study curriculum and since then, concurrent programming has become an essential part of many undergraduate curricula. (Feldman & Bachs, 1997; Yang & Jin, 1995; Cunha & Lourenco, 1998). However the Association also noted that many of the comprehension mechanisms that students had established for non-concurrent programming techniques did not migrate well to a concurrent equivalent, an
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assertion supported by several researchers in the field (Pollock & Jocken, 2001; Bedy et al., 2000).

This assertion was echoed by Dijkstra, in his famous 1968 letter to the ACM. He stated that “our intellectual powers are rather geared to master static relations and that our powers to visualize processes evolving in time are relatively poorly developed”. This is a particular weakness when we consider concurrency as, for a student to understand concurrent software, it is essential that they must develop a competent cognitive model of how an executing process evolves in relation to time. In addition, concurrent programs express not only one executing computation, but also parallel sets of executing computations, and the interactions (communication and synchronization) among those computations that define the parallelism (Browne et al., 1995).

Another associated complexity with concurrent systems is that they typically introduce non-deterministic behaviour to student programmers. (Pancake, 1992) describes how “concurrent behaviour is susceptible to subtle variations in processor speed, load balancing, memory latency, the sequence and timing of external interrupts and communications topology.” She explains how these “susceptibilities can result in an inherently non-reproducible, non-deterministic behaviour, which is difficult to monitor and even more difficult to analyse” during errors of deadlock and livelock.

For these reasons, it is widely agreed that, learning about and understanding these systems can be more challenging than learning about and understanding the behaviour of sequential programs (Erbacher & Grinstien, 1996; Erbacher, 2000; Kreamer, 1998). Given this complexity, it is somewhat surprising to find that there are only a small number of the papers in pedagogy forums describing work in this area. In a review of the Computer Science Education journal (CSE) and the proceedings of the Special Interest Group in Computer Science Education (SIGCSE), as presented in Table 1, the authors identified only twelve articles (1.1% of the total) referring to the teaching of concurrency. These articles typically referred to strategic issues, such as the laboratory facilities required (see section 2 for more details). None of the articles refer to the evaluation of students’ knowledge of concurrency.

One important aid when assessing the effectiveness of concurrency teaching would be a framework that informs teachers as to their students’ knowledge of concurrent systems and the quality of that information. If such a framework was applied at various points along the learning experience, teachers could better direct their teaching effort. In addition, developers of visualization tools could identify weaknesses in their portrayal of concurrent systems.

Software comprehension research has identified several ways in which to characterize the information obtained by programmers when studying systems (Pennington, 1987; Good, 1999). Although these studies have concentrated on sequential code and on the information types exclusively (rather than information type and information accuracy), they can provide a basis for extension into the concurrent-code domain. This is the approach adopted in this paper.
Table 1. Papers on Concurrency Teaching / Portrayal and evaluation of Concurrent knowledge in Computer Science Education Forums.

<table>
<thead>
<tr>
<th>Source</th>
<th>C.S.E.</th>
<th>S.I.G.C.S.E.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>04</td>
<td>03</td>
</tr>
<tr>
<td>Total No. of Papers</td>
<td>7</td>
<td>19</td>
</tr>
<tr>
<td>Those on Concurrent Teaching</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Those on Evaluating Concurrent Knowledge</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Characterizing Concurrent Comprehension
2. EVALUATION OF STUDENTS KNOWLEDGE OF CONCURRENT SOFTWARE

The authors’ review of Computer Science Education forums suggests that there has been little research performed on evaluating students’ learning of concurrent software systems. Of the articles that addressed teaching concurrency, many looked at strategic issues such as appropriate laboratory facilities for teaching parallel programming (Kessler, 2004), (Jin & Yang, 1995), the appropriate programming language for teaching concurrency (Ben-Ari, 1996) and the relevant issues when introducing concurrent programming into a syllabus for the first time (Hailperin et al., 2000).

A number of the papers did address the teaching methods appropriate for concurrency. Generally these were descriptive (McDonald & Kazemi, 2000; Shene, 1998), but some also included evaluation (Burkhart, 1997; Kessler, 2004; Pollock & Jocken, 2001), in the form of qualitative comments from students and lecturers. While this form of evaluation does provide some information with which to guide teaching practice, it should also be complemented by quantitative empirical evidence (Perry et al., 1997).

2.1. Empirical Studies on Algorithm Animation Tools

One of the teaching methods discussed in the above papers was the introduction of algorithm animating, visualisation systems (Bedy et al., 2000; Stasko et al., 1993). Algorithm Animation tools provide highly application-specific views of a program’s data structures, the operations which update these data structures, abstract representation of the computation and its progress (Kreamer, 1998). It is believed that the dynamic, symbolic images in an algorithmic animation help provide a concrete appearance to the abstract notions of algorithmic processing, thus making them more explicit and clear (Kehoe et al., 1999). Consequently, many concurrent program comprehension tools are algorithm animators (Kreamer, 1998), two well-known examples being POLKA (Jerding et al., 1997) and PARADE (Stasko, 1995).

Because a limited number of quantitative studies have been performed in this area (Stasko et al., 1993; Kehoe et al., 1999; Byrne et al., 1996; Hübscher-Younger & Hari Narayanan, 2003) this literature was reviewed to see if it could provide relevant information with respect to the pedagogy of concurrent software. However, these studies provided very limited evidence to suggest that algorithm animations substantially assist in learning algorithms (Wilson & Aiken, 1996; McDonald & Ciesielski, 2002). For example, studies by (Stasko et al., 1993) and (Byrne et al., 1996) failed to find statistically significant improvements in performance, based on the presence of algorithm animation tools.

According to Kehoe (Kehoe et al., 1999) there may be several explanations for the lack of statistically significant findings from such studies:
That there are no or only limited benefits from animation;
That there are benefits, but the statistics in the experiments used in the studies are
not sensitive to them;
That something in the design of the experiment is preventing participants from
receiving the benefits. In other words, the theory of how animations could help
needs to be re-examined.

They carried out an empirical study to assess if the third reason could be responsible.
Their hypothesis was that the pedagogical value of algorithm animations would
become more apparent in open, interactive learning situations (such as a homework
exercise) than in closed exam-style situations (Kehoe et al., 1999). Thus, their study
measured the effectiveness of algorithm animation in an open homework-style
learning environment, in which students were provided the questions at the beginning
of the experiment and there was no time limit. To test the learning capacity of the
students, questions were based on the operations, definitions, mathematical
properties, and running times of the algorithm. The questions were taken from the
post-test in (Byrne et al., 1996).

In this study, the students from both the animation and non-animation groups
performed similarly on most of the exam questions. One notable difference occurred
on questions about concrete instances of the insert, union and extract-min operations
on specific examples of heaps. On those questions, the animation students clearly
out-performed the non-animation students. Thus algorithm animations seem best
suited to help convey the procedural step-by-step operations of an algorithm. They
provide an explicit visual representation of an otherwise abstract process, thus raising
the congruence of the representation (Kehoe et al., 1999; Good, 1999) for the tested
task.

2.2. Open Issues

With respect to students’ learning of concurrent systems, this review illustrates a
number of salient issues. Firstly, it suggests there has been very limited evaluation of
the effectiveness of knowledge portrayal in this domain, either through teaching or by
means of visualization tools. Secondly, the empirical data that has been gathered has
focussed on informal feedback or measuring the products of learning, rather than
focusing on the learning process itself.

Measuring the product of learning provides only a coarse grained measurement
of the learning experience, thus limiting the potential to impact on the teaching
process. To measure the learning process as it proceeds instead, echoes Kehoe’s
third explanation for the absence of empirical evidence on the benefits of
algorithm animation tools: that a better ‘theory of how animations could help’ is
required. To gather data on this, a fine-grained approach is needed and an
empirical instrument that tracks comprehension during the learning process would
be more useful in this regard. As a result, it was decided that talk-aloud data
should be captured as students use various representations to study concurrent
algorithms. This has the potential to illustrate how various teaching representations could help the student and where they might be lacking. A framework for evaluating this data is then required.

3. IDENTIFYING A FRAMEWORK FROM PROGRAM COMPREHENSION STUDIES

Program comprehension, has been defined as “the task of building mental models of the underlying software at various abstraction levels, ranging from models of the code itself, to ones of the underlying application domain, for maintenance, evolution, and reengineering purposes” (Muller, 1994).

Within software comprehension research, several empirical studies have been performed to evaluate programmers’ mental models of software systems (Good, 1999; Pennington, 1987; Corritore & Weidenbeck, 1991; Burkhardt et al., 2002). These studies have employed schemas that characterize the information captured by programmers after they study a software system. However, it would also be interesting to study students’ knowledge as they use external representations, to more accurately capture the value of these representations. Here we propose to extend Good’s (Good, 1999) information-type schema for assessing programmers’ mental models. In applying this framework to students’ talk-aloud data, as they view external representations, we have the potential to evaluate the types of information that they obtain and miss during their comprehension process. In extending the schema to cover concurrency, our aim is to identify the impact of the representations on concurrent-system comprehension.

3.2. Good’s Schema

Good (Good, 1999) suggests a content-analysis (Krippendorff, 1980) approach to analysing and measuring novice program comprehension. Her work is based on that of Pennington (Pennington, 1987) who carried out content analysis by dividing up program summaries into phrases and classifying each phrase in terms of the type of information it emphasized. This categorization schema was, in turn, based on a theoretical review of the information types available in programs and has been subsequently used in several other works (Corritore & Wiedenbeck, 1991; Bukhardt et al., 2002).

However, Good was concerned that Pennington’s empirical study was ‘opaque’ (Good, 1999) and difficult to replicate because the mechanism used to translate talk-aloud utterances into categories was not explicit. Hence, in addition to expanding the schema, Good produced a coder’s manual that described the categorisation process (from utterance to category) in detail. In this manual, the translation process was supported by descriptions of each category, examples of sample utterances for each category, and a decision tree. Her revised information type classification consisted of eleven categories:
Function: the overall goal of the program – “The program calculates the differences between the input distances”

Actions: goals occurring in the program, which are described at a lower level than function, and at a higher-level than operations – “This sub-program checks each individual element of this list.”

Operations: Small-scale, single line of code actions, which occur in the program, such as assignment – “Then the program sets the height to head (height)”

State-High: A high-level description of the conditions that specify the execution sequence of the code. State-high differs from state-low in terms of granularity. It refers to a condition in an aggregate form – “if all the elements have been processed. . .”

State-Low: A lower-level description of the conditions that specify the execution sequence of the code. Typically state-low utterances refer to the condition in terms of specific elements – “If the head is greater than 180”

Data: This category refers to inputs and outputs to / of the programs, data flow through the programs, and descriptions of data objects and data states – “The program accepted a list of numbers indicating sun hours”

Control: Information having to do with program control structures and with sequencing including recursion, and calls to subprograms – “And the sub-program is called recursively.”

Elaborate: Further information about a process/event/data object that has already been described – “[If the current mark is above a certain pass level] 65 in this case. . .”

Meta: Statements about their own reasoning process – “. . .I can’t remember.”

Unclear: Statements, which cannot be coded because their meaning is ambiguous, interpretable – “[. . .which is the initial class] if your looking at [so it calls QS. . .].”

Incomplete: statements, which cannot be coded because they are incomplete.

4. A REFINED COMPREHENSION SCHEMA

This research has refined, and extended, Good’s methodology, to extract information that shows the information-types that novice programmers focus on when comprehending a concurrent program, and their confidence in their captured knowledge. In addition the analysis is targeted at the data produced by programmers as they study a system, providing a more direct measurement of their information-seeking process as they use external representations.

4.1. Alterations and Extensions to Good’s Schema

A pilot study was employed to evaluate our prototype schema: that is, it was used to determine how valid the schema was for evaluating comprehension of concurrent systems. The pilot study was also used to refine the experiment method, and as such was carried out in a fairly informal manner where questions and comments by
participants were encouraged. Detailed information about this pilot study can be found in (Hughes & Buckley, 2004).

4.2. Information Types

In its original state, Good’s schema concerned itself with characterizing comprehension of serial programs. It did not concern itself with concurrency issues or student learning with respect to the representations available. Thus we extended the schema in several ways. Firstly, our proposed information types classification consisted of thirteen categories. Six of the categories are the same as Good’s information types (function, action, operation, control, state-high, state-low) with four other information types (Elaborate, Meta, Unclear and Incomplete) grouped into one, ‘bucket’ category. The reason for grouping these four categories into one is because they seem of lesser relevance when determining the information types portrayed to students. Other changes are discussed below:

- Due to the objected-oriented nature of Java, the ‘data’ utterances in the pilot study seemed diverse, and poorly served by one category, a finding also reported by (Burkhardt et al. 2002). This prompted us to refine the data category into three sub-categories:
  - **Simple types**: This information type refers to utterances that focus on primitive data-structures integers, characters etc. – “so it is an integer”
  - **Complex types**: This information type refers to utterances that focus on non-primitive data structures and classes – “it’s of class producer”
  - **Instances**: This refers to instantiated variables of complex and simple types and the data-flow between them - “there shouldn’t be anything in that array yet”

- The efficiency and safety of a program are major concerns when making programs concurrent. As concurrent programs are created to increase the performance of systems, whilst ensuring correctness, more analysis of these aspects is appropriate (Pollock & Jocken, 2001) and it is possible that student utterances will mention the performance / safety aspects of a concurrent program. Hence three additional information types were incorporated into the schema:
  - **Thread Evaluation**: This sub-category refers to utterances that discuss the safety and liveness of a program. - “it calls p1 which could cause thread errors”
  - **Thread Synchronisation**: This sub-category refers to utterances which show that the programmer is thinking about inter-thread synchronization. – “it waits when it says stack.notifyall”
  - **Thread Admin**: This sub-category is logically grouped with the other two as it refers to the creation, starting, stopping and destruction of threads. – “New con.start calls run”
4.3. Confidence Dimension

A new, orthogonal, confidence dimension had been added to the schema and it specifically relates to the goal of evaluating the representations used. It will serve to identify where students have difficulty in comprehending concurrent systems. Each category in this dimension refers to differing levels of confidence students have in their utterances:

- **Confusion**: This category represents a complete lack of understanding and is rated as the lowest level of confidence. An example would be a statement like: “I don’t know what it’s saying”.
- **Questioning**: This category demonstrates a high level of uncertainty in the student’s understanding of the code. Typically, it can be identified by question-type phrasing (are there...?, I wonder if...?).
- **Hypotheses**: At a slightly higher level of confidence, the programmer can state educated guesses about the system being viewed. Typically, these utterances are signalled by key-phrases such as ‘I presume...’, ‘I assume...’ or ‘I think...’.
- **Certainty**: Phrases in this category demonstrate a very high degree of confidence by the participant. They believe that what they are saying is a statement of fact. It is signalled by key-phrases such as ‘it is...’ and ‘so, it does...’.
- **Bucket**: All other utterances.

However, confidence is only a partial measure of the students’ difficulty in comprehending concurrent systems. Consider the scenario where a student makes an incorrect statement about the code, but is certain about it. For example, one participant in the pilot study said that the program was in a continuous loop, and that “the threads seem to keep running, they don’t suspend themselves at any time”. Under our original coding scheme this would be classified as 2 phrases in the confidence dimension (separated by the comma). The former would be a ‘hypothesis’ and the latter would be a ‘certain’. However, as they were both incorrect, they should not indicate elevated comprehension. In fact, given previous empirical findings that novice programmers tend to cling to incorrect assumptions much more so than experts (Boehm-Davis et al., 1992), such statements could be very damaging in terms of the students’ comprehension and should lower their comprehension rating. Hence, the categorization process should only consider correct utterances.

Another concern is that it is easier for a student to be confident when discussing a single line of code (an ‘operation’ type utterance) than when discussing the ‘function’ of the entire program. This distinction is accommodated by incorporating the concept of deep understanding in the confidence dimension (Byckling et al., 2004). Deep understanding refers to data, function, action and state-high type utterances (Pennington, 1987; Burkhardt et al., 2000), as these reflect a semantic, non text-based, understanding of the code. To these deep categories we add the ‘thread evaluation’ and ‘thread synchronization’ categories of our expanded schema.
5. EMPIRICAL STUDY

An empirical study was performed to assess the schema in terms of its ability to inform on the quality of student comprehension. This study captured eight student programmers’ talk-aloud data, which was subsequently categorised into the two coding dimensions described above. As one of the core aims of this work is to ensure that other researchers could replicate the analysis this coding process was based on a coder’s manual that described each category, gave examples of utterances for each category and provided a decision tree for deciding the category associated with each utterances. Two independent coders used this manual to perform the analysis and the reliability was assessed to see if the approach could be replicated. The results are given in section 5.2.3. The coding manual is available from the first author.

5.1. Research Questions

The experiment attempts to answer three questions:

- Will utterances reflecting deep understanding of information-types, as identified by (Byckling et al., 2004), correlate with normal pedagogical evaluation? By ‘normal’ pedagogical evaluation, we mean assessment by a lecturer of students’ written summaries of concurrent software.
- Will utterances that reflect a programmer focusing on thread synchronization, live-ness and safety correlate with normal pedagogical evaluation?
- Will correct certainty of deep information-types correlate with normal pedagogical evaluation?

5.2. Experiment Outline

5.2.1. Participants

Eight final year computer-systems degree students participated in the study (To be referred to as P1 – P8). All of them were heading towards a first class or 2.1 honours degree. The participants volunteered by replying to a soliciting email. All participants except for one mature student were between the ages 20 – 29 and had attended an algorithms or data structures module as part of their degree. Half of the students have programmed a concurrent Java program before and only three had any industrial experience programming Java (two participants had 3 months while one had 10 months). Finally on a scale of one to five, (five being the highest) six participants rated themselves with a level of expertise in Java of three; the remaining participants gave themselves four. In a generic Java test (available from the first author), after their comprehension sessions, the participants scored an average of 7.3 out of 10. Two participants achieved full marks: P1 and P4.

5.2.2. Source Code

The source code used in the study was a multi-threaded Java program which was 86 lines long. It was a producer, consumer algorithm that used a stack as a repository. It had four threads: two consumer threads and two producers.
The producer threads pushed elements onto the stack while the two consumer threads concurrently popped elements off the stack.

5.2.3. Protocol The experiment session was around 45 minutes in duration and was broken into three tasks, a warm-up task, a main task and a generic Java test. An element of competition was introduced into the experiment by awarding the top two performers an mp3 player. Performance was evaluated by two lecturers who marked the participants’ textual summaries of the code (the ‘normal pedagogical evaluation’ referred to in the research questions).

The warm-up task introduced the participants to the talk-aloud protocol. It involved the participants being asked to comprehend a multi-threaded Java program of just over 80 lines of code using their IDE of choice. Three used RealJ, three used notepad and two used Eclipse. The participants were asked to understand the program and comment the code for another programmer. They were requested to think-aloud for the duration of the warm-up experiment, so that they would be more comfortable thinking aloud during their main session. This section of the experiment lasted 10 minutes.

Between the warm-up task and the main task, the participants were given a distracter task, in which they were asked to attempt a crossword puzzle. The distracter task lasted three minutes, to allow the participant time to clear their mind of the warm-up task, and to give the experimenter time to set-up the main task.

The main experiment lasted 20 minutes and required the participants to comprehend and comment a concurrent Java program of 86 lines of code, again using their favoured IDE. Participants were subsequently asked to write a program summary and were informed that this summary would be the basis for evaluation of their performance. All participants were requested to think-aloud for the duration of the main experiment so that their comprehension could be captured. The instruction given was to “say everything that comes into your head”, in line with the best-practice guidelines by (Ericsson & Simmons, 1980) for gathering talk-aloud data. If at any stage the participant began to work silently, they were prompted, “what are you thinking now?” by the experimenter. Each participant returned to the distracter task, for three minutes, after his or her summary was completed. The empirical study finished up with the generic Java test and the background questionnaire discussed earlier.

As one of the aims of this research is to generate an evaluation scheme that can be applied consistently, the reliability of the coding schema was evaluated using kappa tests. Two coders, both experienced in Java, used the coder’s manual, to identify the information types and confidence of participants from their talk-aloud records. Both Kappa statistics reported a ‘very good’ strength of agreement (Landis & Koch, 1977):

- Information-Types: For samples taken off 3 different participants, the Kappa was 0.820.
- Confidence: For samples taken off 4 different participants, the Kappa was 0.825.
Two lecturers who worked independently of the coding process marked the textual summaries, produced by the participants. They were asked to rate the summaries in terms of which one they thought showed the highest level of understanding. The resultant rankings of the participants were averaged and are displayed in the next section.

5.3. Results

The results obtained from the study are presented in tables 2, 3 and 4. Table 2 reports on the confidence dimension, using columns three and four to break down the ‘certain’ utterances by correctness and ‘deep’ness. The ‘confusion’ utterances noted in this table, in conjunction with several utterances that portray their context seem to be powerful in identifying where the representations of concurrent software systems lack the expressive power required by students.

Table 3 presents the utterances of the students, as categorized by information type. Of the three new ‘Thread’ categories, only ‘Thread Evaluation’ was infrequently used. However, as noted by other researchers (Pollock & Jocken, 2000), this may be because analysis of concerns like safety and live-ness reflects a high level of comprehension that procedural programmers would not be familiar with.

As can be seen from the data in Table 3, ‘State-high’ and ‘State-low’ utterances were seldom made during these comprehension sessions, but this probably reflects the limited control-flow complexity of the program under study. Table 4 shows the ranking of each participant’s summary, where a better ranking is presented as a lower number.

5.4. Result Analysis and Discussion

Our first research question asked if ‘Deep understanding information-types would correlate with normal pedagogical evaluation’. To address this question with this

Table 2. Confidence Dimension Utterances in Ranked Order (% of all Utterances)
[Figures are rounded to nearest whole number].

<table>
<thead>
<tr>
<th>Certainties</th>
<th>All</th>
<th>Deep</th>
<th>Deep &amp; Correct</th>
<th>Hypothesis</th>
<th>Questioning</th>
<th>Confusion</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>76</td>
<td>72</td>
<td>68</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>P2</td>
<td>86</td>
<td>63</td>
<td>62</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>P3</td>
<td>79</td>
<td>72</td>
<td>67</td>
<td>5</td>
<td>2</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>P4</td>
<td>75</td>
<td>60</td>
<td>59</td>
<td>11</td>
<td>7</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>P5</td>
<td>80</td>
<td>61</td>
<td>41</td>
<td>6</td>
<td>8</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>P6</td>
<td>81</td>
<td>77</td>
<td>74</td>
<td>9</td>
<td>4</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>P7</td>
<td>86</td>
<td>82</td>
<td>76</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>P8</td>
<td>85</td>
<td>69</td>
<td>67</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>28</td>
</tr>
</tbody>
</table>
Table 3. Information-type Dimension Utterances in Ranked Order (% of all Utterances).

<table>
<thead>
<tr>
<th>Part No</th>
<th>Function</th>
<th>Actions</th>
<th>Operations</th>
<th>Thread Admin</th>
<th>Thread Synch</th>
<th>Thread Eval</th>
<th>Simple Type</th>
<th>Complex Type</th>
<th>Instance</th>
<th>State High</th>
<th>State Low</th>
<th>Control</th>
<th>Bucket</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>0</td>
<td>18</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>42</td>
</tr>
<tr>
<td>P2</td>
<td>0</td>
<td>12</td>
<td>24</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>19</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>33</td>
</tr>
<tr>
<td>P3</td>
<td>1</td>
<td>16</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>44</td>
</tr>
<tr>
<td>P4</td>
<td>0</td>
<td>16</td>
<td>19</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>17</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>P5</td>
<td>1</td>
<td>14</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>37</td>
</tr>
<tr>
<td>P6</td>
<td>0</td>
<td>21</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>28</td>
</tr>
<tr>
<td>P7</td>
<td>1</td>
<td>16</td>
<td>19</td>
<td>2</td>
<td>10</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>29</td>
<td>1</td>
<td>0</td>
<td>8</td>
<td>28</td>
</tr>
<tr>
<td>P8</td>
<td>0</td>
<td>5</td>
<td>11</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>26</td>
<td>0</td>
<td>1</td>
<td>10</td>
<td>41</td>
</tr>
</tbody>
</table>
data, we calculated the total percentage of deep phrases from each participant’s talk-aloud summaries, ranked them and compared them to the rankings given by lecturers. Spearman’s rank correlation measure was used, due to the ordinal nature of our data. However, no correlation between the deep understanding categories and the overall rank was identified. We feel that this may have been due to the ‘concurrency’ emphasis of our work. This emphasis may have been picked-up on by the lecturers involved, with the result that they may have looked for a more specific focus (concurrency) from the participant’s summaries when assessing them. This is supported by several of the comments made by the lecturers (‘Does not display understanding of threads in code’, ‘Understood some thread elements of code’, ‘Picked up on threads issue’).

If this indeed is the case, then, this should support our second research question: ‘Will utterances that reflect a programmer focusing on thread synchronization, liveliness and safety correlate with normal pedagogical evaluation.’ The Spearman rho for this analysis was 0.938 suggesting a strong correlation in the data. This correlation was significant at the 0.01 level.

Our third research question asked if ‘correct assertions, that showed deep understanding (information-types) would correlate with normal pedagogical evaluation.’ No significant correlation was established between these two variables, although again this could be related to the lecturers’ emphasis on students’ understanding of the concurrency aspect of the code.

6. CONCLUSIONS AND FUTURE WORK

In operating systems courses and concurrent programming courses students study various classical synchronization problems and parallel versions of sorting algorithms (Hartley, 1994; Tenenbaum, 1992; Quinn, 1994). Using various representations teachers and visualisation tool providers have attempted to reduce the high learning curve needed to comprehend these highly complex algorithms. However, as shown in our review of computer science education, there is very little empirical evaluation performed to assess these efforts.
The paper moves towards a more quantitative method of evaluation than is present in the relevant literature. In contrast to the post-learning measurement of other papers in the area, it provides a framework that attempts to identify the information types that students focus on, the information types they miss and their confidence of their assertions, as they understand concurrent software. It is felt that this framework, when established, will assist teachers in evaluating their ability to portray concurrent systems. It has the potential to inform on the information types that representations show effectively and the information types that they obscure. Visualisation tool developers may also use the framework as a common baseline to allowing comparisons across different tools, and thus evaluate their relative merits and disadvantages of their tools.

The framework is based on Content Analysis and, as a research method Content Analysis has the advantages of spanning both quantitative and qualitative domains. As such it has the possibility of providing a rich insight into the complexities of the programmers thought process. As with all methods it however does not prove to be a silver bullet and suffers from a number of disadvantages, both theoretical and procedural. In particular, content analysis can be extremely time consuming, especially when it is applied in a fine-grained fashion to assess learning as it is performed. Also, the approach is inherently reductive, particularly when dealing with complex utterances. It can be extremely difficult to automate it without losing richness of data and simply finishing up with a word count algorithm that disregards the context in which the word was produced. Once these dangers are understood, Content Analysis does provide an additional method which when used in conjunction with others, may assist in providing a further more complete model of how students learn.

The empirical study reported in this paper refined a previous framework and compared the result to human evaluation, as a benchmark. The refinement process was successful in that the categories in the extended schema were reliably populated by independent coders from the talk-aloud. In addition, there were few utterances that seemed to reside outside the schema space.

The comparison process was partially successful in that there was a correlation between thread synchronization / evaluation utterances and lecturer assessment. However a correlation between deep-understanding utterances and normal pedagogical assessment could not be found, possibly because of the implicit emphasis the researchers may have placed on understanding concurrency, to the ranking lecturers.

Another flaw, hinted at by a brief inspection of the student’s summaries, was that the categories emphasized in their talk-aloud data did not particularly correlate with the categories emphasized in their summaries. For example, as you would expect, there were no ‘confusion’ or ‘question’ utterances in their summaries. In comparing the process (talk-aloud data) to the product (their textual summaries) there is a level of indirection involved and future work will assess this by performing content analysis on the students’ summaries.

Other limitations of the study include the small amount of participants and the small size of the code used in the studies. These factors reduce the representative-ness
of the study and lessen its ability to reflect students’ behaviour generally. Another confounding factor to consider is the wide range of individuality displayed in programming domains (Prechelt, 1999). Given that several learning styles have been proposed in the literature, this individuality is likely to be evident in learning concurrency, and other studies should build on the initial evidence provided here to address this issue.

A final limitation of the study was that the “correctness” categorization of utterances, discussed at the start of section 5.3, was carried out by only one of the authors, and therefore the reliability of the analysis could not be assessed. This limitation raises questions about the degree to which this particular analysis could be replicated by another researcher.
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